Cross-modal retrieval aims to retrieve relevant samples across different media modalities. Existing cross-modal retrieval approaches are contingent on learning common representations of all modalities by assuming that an equal amount of information exists in different modalities. However, since the quantity of information among cross-modal samples is unbalanced and unequal, it is inappropriate to directly match the obtained modality-specific representations across different modalities in a common space. In this paper, we propose a new method called Deep Relational Similarity Learning (DRSL) for cross-modal retrieval. Unlike existing approaches, the proposed DRSL aims to effectively bridge the heterogeneity gap of different modalities by directly learning the natural pairwise similarities instead of explicitly learning a common space. DRSL is a deep hybrid framework that integrates the relation networks module for relation learning, capturing the implicit non-linear distance metric. To the best of our knowledge, DRSL is the first approach that incorporates relation networks into the cross-modal learning scenario. Comprehensive experimental results show that the proposed DRSL model achieves state-of-the-art results in cross-modal retrieval tasks on four widely-used benchmark datasets, i.e., Wikipedia, Pascal Sentences, NUS-WIDE-10K, and XMediaNet.
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The traditional approaches [1,2] exploit pairwise statistical co-occurrence information (e.g., correlations and covariances) to learn linear projections. However, these methods are based on shallow models so that they may fail in handling real data without linear subspace structure [3]. While a few kernel-based methods [4] are proposed, they suffer from the difficulties of selecting suitable kernel and handling large-scale problems, thus hindering their usage in many real applications. Profit from the great success of deep learning [5], a variety of deep learning-based methods [6–16] have emerged to bridge the heterogeneity gap between different modalities. They utilize the strong ability of deep neural networks (DNNs) to capture the nonlinear structure of data and have achieved encouraging performance.

One characteristic of the methods above is that almost all of them assume an equal amount of information can be acquired from different modalities during cross-modal learning, which is also argued in Ref. [9]. However, different modalities generally have complementary relationships, which means that they have an unbalanced and unequal information quantity in depicting the same scenario or semantics. In other words, the modality-specific features across different modalities cannot be exactly matched. In addition, these methods design different objective functions to learn a shared space, in which the commonly-used metrics can be adopted to measure similarities directly. In this way, however, one pitfall is likely to follow, i.e., the loss functions are not specifically designed for the adopted metrics, thus leading to a potentially inaccurate measurement of the similarities and degrading the final retrieval performance.

In this work, we strive to address the above issues and propose a new method called Deep Relational Similarity Learning (DRSL). DRSL directly learns a pairwise relational similarity for cross-modal retrieval. Inspired by the recently proposed relation networks (RNs) [17–19], we exploit a relation networks module to learn the intrinsic pairwise similarities between image and text modalities. Specifically, DRSL learns the similarities for cross-modal retrieval through the following four steps: 1) Employing two convolutional neural networks (CNNs) to obtain two modality-specific deep nonlinear transformations, which project image and text into two modality-specific spaces, respectively; 2) Fusing the modality-specific representations to constitute pairwise samples; 3) Feeding the pairwise samples into RNs module to compute their relational similarity matrix; and 4) Ranking the similarities for cross-modal retrieval.

Fig. 1 illustrates the difference between existing cross-modal retrieval methods and DRSL. More specifically, DRSL directly generates cross-modal similarities in a deep learning architecture, capturing the nonlinear metric between image and text. Meanwhile, DRSL is a deep hybrid framework that integrates the relation networks module for relation learning. It effectively mitigates the heterogeneity gap between different modalities without explicitly learning the common space. To the best of our knowledge, DRSL is the first approach that incorporates RNs into the cross-modal learning scenario. Comprehensive experimental results show that our DRSL model achieves state-of-the-art results in cross-modal retrieval tasks on four widely-used cross-modal benchmarks, i.e., Wikipedia, Pascal Sentences, NUS-WIDE-10K, and XMediaNet.

Notations: Throughout this paper, Calligraphy letters denote sets, Lower-case bold letters denote column vectors and Upper-case bold letters represent matrices, unless otherwise stated.
2. Related work

In this section, we review the related methods from the following two aspects: common space learning for cross-modal retrieval and relation network.

2.1. Common space learning for cross-modal retrieval

There are many methods proposed to learn common representations to eliminate the heterogeneity gap between distinct modalities. We briefly introduce some representative ones of them with the following two classes: 1) traditional cross-modal representation learning methods, and 2) deep cross-modal representation learning methods.

Traditional cross-modal representation methods aim to learn single-layer linear or nonlinear transformations \[6,20,21\]. As the most representative one, Canonical Correlation Analysis (CCA) \[6\] attempts to obtain the common subspace of two modalities by maximizing the cross-modal correlation. As another common unsupervised cross-modal approach, Partial Least Squares (PLS) \[2\] linearly transforms cross-modal data into a shared subspace in which heterogeneous modalities are highly correlated. They can be easily extended to nonlinear models with the kernel trick, e.g., kernel canonical correlation analysis \[4\]. To utilize semantic information (e.g., class label) and enhance the correlation of cross-modal data, a general multiview feature extraction approach called Generalized Multiview Analysis (GMA) \[22\] is presented to transform distinct feature spaces into a common one. Specifically, GMA utilizes the discriminative information of every modality and the pairwise relationship of any two modalities to transform the samples from different modalities into a common subspace. In Ref. \[23\], a Joint Representation Learning (JRL) is presented to jointly exploit the correlation and semantic information under a unified optimization framework. In Ref. \[24\], the authors proposed a Simple to Complex Cross-Modal learning to rank framework (SCCM) with diversity regularization to determine an optimal latent space, achieving encouraging performance. Additionally, in Ref. \[25\], Kan et al. presented Multiview Discriminant Analysis method (MvDA), which utilizes the Fisher criterion on all modalities to learn different view-specific linear projections, one for each view. Since observations from different views share similar data structures, a constraint is introduced in Ref. \[20\] to enforce the view consistency of the multiple linear transforms, obtaining a method called MvDA-VC.

Moreover, to utilize both labeled data and unlabeled data, several semi-supervised cross-modal methods have been developed recently. In Ref. \[26\], the authors proposed Generalized Semi-supervised Structured Subspace Learning (GSS-SL), which exploits the label space as a connection to establish the correlations among distinct modalities, learning a common discriminative subspace. In Ref. \[27\], an effective method is proposed to adaptively learn the labels for unlabeled data and ensure that the original feature distribution is consistent with the semantic distribution in the common subspace.

In the past several years, deep neural networks (DNNs) have come a long way in many single-modal problems (e.g., object detection and image classification) \[3,28,29\] due to its strong power of nonlinear modeling. Benefited from the success, deep cross-modal representation learning methods have sprung up to model the cross-modal correlation \[6,7,30–35\]. In Ref. \[6\], the authors proposed Deep Canonical Correlation Analysis (DCCA) to learn the complex nonlinear projections of two modalities, so that the representations have high linear correlations. DCCA can be regarded as a deep extension of the linear CCA. In DCCA, two modality-specific subnetworks are used to respectively extract deep nonlinear features from the corresponding modalities by maximizing the canonical correlation between the features. By exploiting both DCCA and reconstruction-based objectives, Wang et al. \[7\] presented a model that optimizes the combination of two terms: 1) the canonical correlation between the learned bottleneck representations, 2) the reconstruction loss of the autoencoders. Though both DCCA and DCCAE learn the nonlinear projections in a latent space using DNN, some discriminative information might be discarded without employing the semantic information (e.g., the class labels). To exploit the supervised information, Kan et al. proposed the Multi-view Deep Network (MvDN) \[31\], which learns modality-invariant representation via introducing Fisher’s criterion into a DNN. Besides, in Ref. \[32\], the authors proposed Deep Coupled Metric Learning (DCML). It adopts coupled neural networks to obtain two deep transformations (one for each modality) to project cross-modal samples into a common feature space.

Overall speaking, all approaches mentioned above aim to learn common representations of distinct modalities for cross-modal retrieval, assuming that an equal amount of information exists in different modalities. However, the amount of knowledge among cross-modal samples generally is unbalanced and unequal. Therefore, it is inappropriate to directly match the obtained modality-specific representations across different modalities.

2.2. Relation network

It is generally considered that modeling relations between samples is helpful to object recognition. A relation network (RN) is a structural neural network module, which can mine the relation between objects. The design idea behind RNs is to constrain the functional form of neural networks to capture the core commonality of the pairwise relation between samples. From Ref. \[36\], the simplest form of RN is the composite function shown below:

\[
RN(c) = f_{\theta}(\sum_{q} g_{\Theta}(q, \theta))
\]  

(1)
where $\mathcal{O} = \{\mathbf{o}_i\}_{i=1}^{n_o}$ is a set of input "objects", $\mathbf{o}_i$ denotes the $i$-th object, and $f_\Phi$ and $g_\Theta$ respectively denote the functions with learnable parameters $\Phi$ and $\Theta$. The output of $g_\Theta$ is a “relation” between the two input samples. Therefore, the role of $g_\Theta$ is to infer in what way the two samples are related, or whether they are related. Furthermore, RNs have three significant advantages: 1) they learn to infer relationships, 2) they are data-efficient, and 3) they operate on a set of objects [18].

The existing RNs-based works mainly focus on the single-modal problem. One of the most popular applications is relational reasoning. In Ref. [36], Raposo et al. introduced a general-purpose neural network architecture, i.e., relation networks, for learning to reason about or model objects and their relations. In Ref. [18], Santoro et al. explored RNs as a general solution to relational reasoning in neural networks. Furthermore, the authors also described how to use RNs as a simple plug-and-play module to solve problems that depend on relational reasoning fundamentally. Besides relational reasoning, Hu et al. [19] proposed an objective relation module, which processes a group of objects at the same time through the interaction between the appearance feature and geometry, allowing the relationship between them to be modeled. Sun et al. [37] modeled the spatio-temporal relations to capture the interactions between human actors, relevant objects, and scene elements essential to differentiate similar human actions. This approach is weakly supervised and mines the relevant elements automatically with an actor-centric relational network (ACRN). ACRN computes and accumulates pairwise relation information from actor and global scene features, and generates relation features for action classification. Sung et al. [17] proposed a two-branch RN that performs few-shot recognition by learning to compare query images against few-shot labeled sample images, where a classifier is used to recognize new classes which are given only a few examples from each.

Although RNs have achieved great success in the aforementioned single-modal applications, the methods mentioned above cannot directly handle heterogeneous multimedia data. There is no significant progress in exploiting modality relations for cross-modal learning. In this paper, we investigate how to apply RNs in cross-modal retrieval.

3. The proposed method

The pipeline of our DRSL is shown in Fig. 2. From the figure, we could see that two modality-specific networks and one relation network are adopted to compute the pairwise similarities in a DNN-based framework.

3.1. Problem formulation

Without losing generality, the bimodal case is only considered in the paper, i.e., for image and text. First of all, we give some formal definition of bimodal data as follows. The image modality is denoted as $\mathcal{X} = \{\mathbf{X}_i\}_{i=1}^{n_i}$, where $n_i$ is the number of image points, and $\mathbf{X}_i$ is the $i$-th image sample. Similarly, the text modality $\mathcal{Y} = \{\mathbf{Y}_q\}_{q=1}^{n_q}$ totally consists of $n_t$ samples, and $\mathbf{Y}_q$ is the $q$-th text instance. Besides, each sample is classified into its corresponding category, and the labels of training set are denoted as $\mathcal{Q}^p = \{q^p_i\}_{i=1}^{n_p}$ and $\mathcal{Q}^t = \{q^t_q\}_{q=1}^{n_q}$ for image and text, respectively. It is notable that all modalities (i.e., image and text) share the same categories.

For cross-modal retrieval, one sample from images $\mathcal{X}$ (resp. texts $\mathcal{Y}$) is taken as a query to retrieve the correlative samples of texts $\mathcal{Y}$ (resp. images $\mathcal{X}$). However, different modalities (images $\mathcal{X}$ and texts $\mathcal{Y}$) are not directly comparable for cross-modal retrieval since they share distinct features and distributions. In addition, it is challenging to establish correlations and measure the similarities between distinct modalities. Most of existing cross-modal approaches assume an equal amount of information can be acquired from distinct modalities during multimodal representation learning. They attempt to project different modalities into a latent single shared space wherein the representations of distinct modalities are directly comparable. Then a widely-used distance metric is adopted to compute the similarities between different modalities for cross-modal retrieval. Different from existing cross-modal approaches, our DRSL could learn the cross-modal similarities in a DNN-based architecture that captures the nonlinear metric between distinct modalities. DRSL eliminates the cross-modal discrepancy without projecting all modalities into one common space but learns a satisfactory cross-modal similarity metric by the proposed deep model.

3.2. Framework

In this subsection, we introduce the detailed network architectures of two modality-specific networks and the relation network in the proposed DRSL approach. The architecture of DRSL is shown in Fig. 2.

3.2.1. Cross-modal networks module

We design two modality-specific convolutional subnetworks to form two parallel feature extraction models for the two modalities, denoted as $f_i(\mathbf{X}; \Theta_i)$ for image $\mathbf{X}$ and $f_i(\mathbf{Y}; \Theta_i)$ for text $\mathbf{Y}$, with parameters $\Theta_i$ and $\Theta_i$, respectively. Each cross-modal subnetwork contains several CNN layers (i.e., image CNN or text CNN) and fully-connected layers to learn highly nonlinear semantic features from the corresponding modality.
For the image modality, an image input $X_i$ is resized to $256 \times 256$ and cropped as $224 \times 224$, and then fed into the corresponding cross-modal subnetwork to extract the high-level semantic features. Specifically, the CNN architecture of image subnetwork is the same as the VGG-19 [38], which is pretrained on ImageNet and finetuned on the training images $X_i$ following Refs. [9,13]. Then several additional fully-connected layers are stacked on the fc7 layer of VGG-19 to extract high-level image representations, which will be used to compute the cross-modal similarities by the relation subnetwork. We can denote the obtained modality-specific feature vector for the $p$-th image $X_i^p$ as

$$z_i^p = f_i(X_i^p).$$

For text modality, we assume that the $q$-th text instance with $m'$ words could be represented as a matrix $X_t^q \in \mathbb{R}^{k \times m'}$, where $k$ is the dimensionality of a word feature. However, each text instance could not share the same word amount. Thus each text instance could be represented as a $k \times m$ matrix to obtain same-dimension inputs, where $m$ is the maximal number of words in each text instances and vacant columns of the matrix are filled with zeros. In this paper, each word could be represented by a 300-dimensional vector, which is extracted by using the pretrained Word2Vec model [39] provided by the authors. Like image subnetwork, the text subnetwork also contains CNN and fully-connected layers. The text CNN layers are with the same configuration of Ref. [40]. Similarly, several additional fully-connected layers are stacked on the CNN layers to learn the high-level text representations, which will be used to calculate the cross-modal similarities with the image features by the relation subnetwork. We can also denote the obtained modality-specific feature vector for the $q$-th text $X_t^q$ as

$$z_t^q = f_t(X_t^q).$$

3.2.2. Relation network module

The proposed relation network module consists of a fusion mechanism and a relation network. The fusion mechanism can be denoted as $g(\mathcal{Z}^i, \mathcal{Z}^t)$, where $\mathcal{Z}^i = \{z_i^p\}_{p=1}^n$ and $\mathcal{Z}^t = \{z_t^q\}_{q=1}^n$ are the image and text feature vector set, respectively. Similarly, the relation network is denoted as $k(\mathbf{v}, \Theta_r)$, where $\mathbf{v}$ is the fused result and $\Theta_r$ are the parameters of the relation subnetwork.

All cross-modal samples are fused in pairs by the fusion mechanism. Firstly, images and texts are fed into the cross-modal network module to produce the corresponding modality-specific features. Then any pairwise cross-modal samples (an image feature vector $z^i$ and a text feature vector $z^t$) are fused as $\mathbf{v}$. The fusion function can be a mathematical operation, such as a concatenation, multiplication, addition, or subtraction operation. We denote the fused feature vector set for the image feature set $\mathcal{Z}^i$ and the text feature set $\mathcal{Z}^t$ as

$$\mathbf{v} = g(\mathcal{Z}^i, \mathcal{Z}^t),$$

Fig. 2. The architecture of the proposed DRSL approach for cross-modal retrieval. DRSL consists of two main modules, i.e., the cross-modal networks module and the relation network module. The top row of cross-modal networks represents the image feature extraction model, which consists of one convolutional neural network (Image CNN) and one fully-connected neural network (Image FNN). These two networks aim to extract high-level representations from images. The bottom row of cross-modal networks represents the text feature extraction model, which consists of one Text CNN and one Text FNN. These two networks aim to extract high-level representations from texts. Once the modality-specific representations are obtained, we fuse them to constitute pairwise samples through the fusion mechanism. Then the pairwise samples are fed into the relation network to obtain a pairwise relational similarity matrix $\mathbf{S}$, which is expected to approximate an a priori similarity matrix $\mathbf{S}$, by minimizing the square of the Frobenius norm of $(\mathbf{S} - \mathbf{S})$. 

For the image modality, an image input $X_i$ is resized to $256 \times 256$ and cropped as $224 \times 224$, and then fed into the corresponding cross-modal subnetwork to extract the high-level semantic features. Specifically, the CNN architecture of image subnetwork is the same as the VGG-19 [38], which is pretrained on ImageNet and finetuned on the training images $X_i$ following Refs. [9,13]. Then several additional fully-connected layers are stacked on the fc7 layer of VGG-19 to extract high-level image representations, which will be used to compute the cross-modal similarities by the relation subnetwork. We can denote the obtained modality-specific feature vector for the $p$-th image $X_i^p$ as

$$z_i^p = f_i(X_i^p).$$
\[ S_{pq} = \begin{cases} 1, & \text{if } y_p^i = y_q^t; \\ 0, & \text{otherwise.} \end{cases} \] (9)

In the proposed model, the similarity matrix \( R \) is expected to approximate the \( a \) priori similarity matrix \( S \). Therefore, the loss function of our DRSL could be formulated as follows:

\[ \mathcal{L} = \| R - S \|_F^2, \] (10)

where \( \| \cdot \|_F \) is the Frobenius norm. This loss function allows training DRSL networks with back-propagation in a DNN-based manner. Hence, the proposed model could be optimized using one stochastic gradient descent-based optimization algorithm, such as Adam [41]. The detailed optimization process of our DRSL is summarized in Algorithm 1.

**Algorithm 1.** Optimization procedure of DRSL

1. **Input:** The image training data \( \mathcal{X}^i \), the text training data \( \mathcal{X}^t \), the corresponding class label sets \( \mathcal{Y}^i \) and \( \mathcal{Y}^t \), the batch size \( N_b \), and the learning rate \( \alpha \)
2. **while** not converge **do**
   1. Compute the image feature vectors \( \mathcal{X}^i_b \) for the \( b \)-th image batch \( \mathcal{X}^i_b \) by the image cross-modal network according to Eq. (6) as:
      \[ \mathcal{X}^i_b = f_i(\mathcal{X}^i_b) \]
   2. Compute the text feature vectors \( \mathcal{X}^t_b \) for the \( b \)-th text batch \( \mathcal{X}^t_b \) by the text cross-modal network according to Eq. (6) as:
      \[ \mathcal{X}^t_b = f_t(\mathcal{X}^t_b) \]
   3. Compute the pairwise similarity matrix \( R \) for the image-text batch by the relation network module according to Eq. (8) as:
      \[ R = h(\mathcal{X}^i_b, \mathcal{X}^t_b). \]
   4. Compute the \( a \) priori pairwise similarity matrix \( S \) for the batch image-text pairs according to Eq. (9).

(continued on next page)
3.4. Implementation details

Our DRSL is implemented by PyTorch,\(^2\) which is a well-known machine learning library. The learning rate \(\alpha\) is empirically set as 0.0001. The implementation details of the cross-modal network module and relation network module are introduced in the following paragraphs.

1. **Cross-modal networks module:** The cross-modal networks module consists of two convolutional networks (Image CNN and Text CNN resp.) for two modalities (image and text resp.), followed by two fully-connected neural networks (Image FNN and Text FNN resp.). The convolutional layers have the same configuration as the VGG-19\(^{[38]}\) for image subnetwork following Ref.\(^{[13]}\). As mentioned above, the used VGG-19 layers are pre-trained on the ImageNet and fine-tuned on the images of the training set \(\mathcal{X}_i\). Similarly, the Text CNN layers have the same configuration with Ref.\(^{[40]}\) and are pre-trained on the training text data. Then several fully-connected layers are utilized in each pathway, and each layer is followed by a ReLU activation function layer. For the reason that the size of the dataset is different, we design different models with different layer numbers according to a different dataset. For Wikipedia and NUS-WIDE-10K, the Image FNN and Text FNN are with 4096-1024-300 neurons and 300-1024-300 neurons, respectively. For Pascal Sentences, the Image FNN and Text FNN are with 4096-300 neurons and 300-300 neurons, respectively. For XmediaNet, the two models are with 4096-1024-1024-300 neurons and 300-1024-304-300 neurons, respectively. To stabilize the distributions of layer inputs, we also exploit batch normalization\(^{[42]}\) for XmediaNet.

2. **Relation network module:** This module aims to compute the similarity between each image-text pair. Firstly, we use the fusion mechanism (concatenation in this paper) to obtain the pairwise fused feature vectors of image-text pairs, which will be fed into the relation network to compute the similarities. The relation network is a model with several fully-connected layers for pairwise samples, which projects each fused feature vector into the single-value predict similarity for the corresponding image-text pair, followed by a linear layer. Therefore, for image and text inputs, the cross-modal pairwise similarities can be obtained by the proposed relation network module to carry out cross-modal tasks, e.g., cross-modal retrieval. For all datasets, the relation networks are with 600-1024-1 neurons.

3.5. Differences from related work

**Differences from CCA**\(^{[1]}\), **MCCA**\(^{[43]}\) and **PLS**\(^{[2]}\): CCA, MCCA and PLS attempt to learn some modality-specific linear transformations to project the different modalities into a latent shared space, where the distinct modalities could be highly correlated. However, the above methods are unsupervised and require that all cross-modal samples are pairwise. Some discriminative information (e.g., class labels) could not be explicitly exploited to improve the performance of cross-modal retrieval. On the contrary, our DRSL is a deep supervised method and has no modality-pairwise limitation.

**Differences from GMA**\(^{[22]}\), **MvDA-VC**\(^{[20]}\) and **JRL**\(^{[23]}\): All of these methods attempt to learn the modality-invariant discriminative representations. Then the same predefined metric is adopted on the learned representations to calculate the similarity between image samples and text samples. More favorably, our DRSL employs the modality-specific networks and the relation module to learn the similarity between all possible pairs. Therefore, the learned similarity metric is more suitable for the unbalanced information of cross-modal data. On the other hand, these multimodal approaches are linear models that may not be suitable to capture the highly nonlinear high-level semantic features from real-world multimedia datasets. In order to tackle the nonlinear cases, the kernel trick is utilized to extend the linear models to nonlinear variants. However, how to select the predefined kernel function for a specific case is still an open problem\(^{[44]}\). In contrast, our DRSL could handle highly nonlinear cases with the power of deep neural networks.

**Differences from CMML**\(^{[45]}\) and **DCML**\(^{[32]}\): Both of Refs.\(^{[45,32]}\) are metric learning methods, which aims at learning a distance metric by maximizing the similarities between semantically similar cross-modal pairs and minimizing the similarities between semantically dissimilar pairs. Differently, DRSL attempts to enlarge the similarities between semantically dissimilar pairs.

---

\(^2\) The homepage of PyTorch is https://pytorch.org/.
similar pairs and reduce the similarities between dissimilar pairs. Moreover, these methods are also representation learning approaches as the aforementioned cross-modal methods. They need to select a suitable handcraft metric to measure the similarities between the obtained representations. Unlike them, the proposed DRSL directly computes the similarities between image-text pairs through the learned model. Therefore, the proposed method is more adaptive to cross-modal data.

Differences from DCCA [6], DCCAE [7], CCL [10] and MCSM [9]: All of these methods utilize DNN to nonlinearly learn a latent common space across distinct modalities. The methods above are cross-modal representation learning approaches that assume equal amounts of information can be acquired from different modalities during cross-modal learning. However, it is inconsistent with unbalanced information between multimodal data. Moreover, they are not specifically designed for the used handcraft metrics, thus leading to unsatisfactory performance. Differently, the pairwise similarities are directly calculated by the learned DRSL model instead of some handcraft metrics. Therefore, the learned similarities can solve the unbalanced and unsatisfactory metrics for cross-modal retrieval.

Differences from FGCrossNet [15]: FGCrossNet is a fine-grained cross-media learning method, which jointly considers three constraints (i.e., classification, center, and ranking constraints) for common space learning. Whereas in the proposed DRSL, neither these constraints nor the explicit common space is needed.

Differences from GSS-SL [26] and ASFS [27]: Both of Refs. [26,27] are traditional semi-supervised cross-modal learning approaches, which combine both the label information and pairwise correlation to learn common space. Differently, the proposed DRSL is a deep supervised model that aims to directly learn the intrinsic similarities among samples from different views so that the heterogeneity gap can be effectively mitigated.

Differences from SCCM [24]: SCCM transforms different modalities into an optimal latent space gradually from easy rankings of diverse queries to more complicated ones. Although the learning to rank is similar to our relational similarity learning to some extent, the spirit of our DRSL approach is different in the respect that no latent space is explicitly learned.

4. Experiments

In this section, we evaluate the performance of our DRSL by comparing it with some state-of-the-art cross-modal retrieval approaches on four widely-used datasets. The source code and configurations are available at https://github.com/wangxuscu/DRSL.

4.1. Datasets

To evaluate the performance of our DRSL, some experiments are conducted on four benchmark multimodal datasets, i.e., Wikipedia [46], Pascal Sentence [47], NUS-WIDE-10K [48,49], and XMediaNet [9]. To comprehensively evaluate the performance of our DRSL, some comparison experiments are firstly conducted with 11 state-of-the-art approaches on four datasets to verify its effectiveness. Whereafter, some extensional experiments are used to evaluate the comprehensive performance of our DRSL.

4.1.1. Wikipedia [46]

This dataset is widely used to evaluate the performance of cross-modal retrieval. It contains 2866 image-text pairs. Each image or text sample is classified into ten semantic categories (i.e., literature, media, music, etc.). Following the same data partition strategy of Ref. [49], we part Wikipedia into 3 subsets, i.e., training set (with 2173 pairs), validation set (with 231 pairs), and test set (with 462 pairs).

4.1.2. Pascal sentences [47]

This dataset consists of 1,000 image-text pairs. Each image is obtained by using the 2008 PASCAL development kit, and the corresponding text sample has 5 independent sentences that are generated by distinct annotators of the Amazon Mechanical Turk annotating the image. Like Wikipedia, for a fair comparison, the image-text pairs of the dataset are randomly selected to constitute 3 sets: the training set with 800 image-text pairs (40 pairs per class), the validation set with 100 image-text pairs (5 pairs per class), and the testing set with 100 image-text pairs (5 pairs per class).

4.1.3. NUS-WIDE-10K [48,49]

This dataset is a subset of the NUS-WIDE dataset [48] provided by the authors of Ref. [49]. The authors evenly selected the image-text pairs (1000 pairs per class) from the pairs of the ten largest classes (e.g., grass, person, sky, etc.) in NUS-WIDE to compose NUS-WIDE-10K. We also follow the data partition of Ref. [49] to part the dataset to 3 subsets: 8000 image-text pairs in the training set, 1000 image-text pairs in the validation set, and 1000 image-text pairs in the test set.

4.1.4. XMediaNet dataset [9]

XMediaNet is a large-scale multimedia dataset [9], which consists of 5 media types, i.e., image, text, video, audio, and 3D model. Each sample of different modalities is classified in 200 independent classes. In this paper, we only focus on the bimodal case. Thus only images and texts are selected to conduct our experiments, which contains 40,000 image-text pairs. For a
fair comparison, we follow Refs. [13,9] to divide XMediaNet to 3 subsets, i.e., the training set (with 32,000 image-text pairs), the validation set (with 4000 image-text pairs), and the testing set (with 4000 image-text pairs).

4.2. Evaluation criteria and compared approaches

In all experiments, to comprehensively evaluate the performance of the tested approaches, two widely-used cross-modal retrieval tasks are adopted, viz., retrieving the relevant text samples by using a given image query (Image — Text), and 2) retrieving the relevant image samples by utilizing a given text query (Text — Image). As most of the previous retrieval approaches, the widely-used mean average precision (mAP) is used as an evaluation metric to investigate the performance of the tested methods, which is a standard evaluation criterion used in cross-modal retrieval. More specifically, all returned retrieved results are used to calculate mAP@ALL to quantify the retrieval performance in our experiments.

To evaluate the effectiveness of our DRSL, some comparison experiments are conducted with 11 state-of-the-art approaches. The compared approaches are: 1) traditional cross-modal retrieval approaches including CCA [1], MvDA [25], MvDA-VC [20], and JRL [23], and 2) deep learning-based methods including DCCA [6], DCCAE [7], ACMR [8], CMDN [12], MCSM [9], CM-GANs [13], and CCL [10]. For a fair comparison, it is notable that all the tested approaches use the same image features extracted from the fine-tuned VGG-19 and the same text features extracted from the trained sentence CNN in all the experiments.

4.3. Comparisons with the state-of-the-art

Tables 1–4 report the mAP scores of our DRSL and other tested approaches on the four benchmark datasets. Note that the results of CCL [10], CMDN [12], MCSM [9], and CM-GANs [13] are reported in original papers. From these tables, we could draw some following observations:

- It is clear that our DRSL is superior to both the traditional and DNN-based approaches on all benchmark datasets in terms of the mAP scores of two retrieval tasks and the average results. More specifically, our DRSL outperforms the best competitors by improvements of 0.005, 0.034, 0.031 and 0.053 on Wikipedia, Pascal Sentences, NUS-WIDE-10K, and XMediaNet, respectively.
- There is no doubt that the nonlinear transformations used in DNN-based approaches contribute to the improvements of performance, compared to traditional approaches, e.g., DCCA surpasses CCA with distinct margins on four datasets.
- The traditional approaches such as CCA, MvDA, MvDA-VC and JRL are likely to benefit from the high-level semantic features obtained by CNN models, thus achieving favorable results.

In addition to the mAP scores, we also draw some P-R and P-S curves to visually evaluate the cross-modal retrieval performance for image-query-text and text-query-image tasks. The P-R and P-S curves are plotted in Fig. 3 on four datasets, from which one could see that our DRSL obtains the best retrieval performance on both image-query-text and text-query-image tasks. The results of P-R and P-S curves are consistent with the same observation of Tables 1–4. The scope (i.e., the top R retrieved points) of the P-S curves vary from R = 50 to 400, R = 10 to 80, R = 100 to R = 1000 and R = 500 to 4000 on Wikipedia, Pascal Sentences, NUS-WIDE-10K and PKU XMediaNet, respectively.

Compared with the current state of the arts, the proposed DRSL achieves promising results owing to the following two facts: (1) DRSL directly establish the pairwise similarity model between different modalities, without considering the unequal amount of information across distinct modal. (2) The pairwise relational similarity outputted by relation network serves as the cross-modal retrieval metric, thereby introducing no extra error to the matching of the loss function and the retrieval metric.

4.4. Sensitivity analysis to fusion mechanism

The common fusion methods can be employed in the proposed DRSL. To investigate the impact of different fusion methods on the performance of the proposed method, we develop and evaluate four variants of DRSL: DRSL with concatenation fusion (DRSL-C), DRSL with multiplication fusion (DRSL-M), DRSL with addition fusion (DRSL-A) and DRSL with subtraction fusion (DRSL-S).

Tables 5 and 6 demonstrate the performance comparisons of the four variants of DRSL in terms of mAP scores on the Pascal Sentences and the NUS-WIDE-10K dataset. From the experimental results, we can observe that different fusion mechanisms have a certain impact on cross-modal retrieval performance. Specifically, DRSL-A and DRSL-C can obtain more satisfactory results than the others on the two datasets. On the other hand, the performance of multiplication fusion is not stable on the two datasets, i.e., its performance is best on Pascal Sentence, but worst on NUS-WIDE-10K. Furthermore, all these fusion functions can achieve state-of-the-art performance. This is probably due to the fact that the nonlinear transformations of the relation network module capture the intrinsic pairwise similarities across different modalities. In future work, we will explore more effective fusion mechanisms and give an in-depth discussion.
4.5. Convergence

In this subsection, we investigate the convergence of the proposed DRSL using the XMediaNet dataset and the Wikipedia dataset. Fig. 4 shows the change trend of the objective function value vs. the number of epochs. This figure indicates that the objective function of DRSL becomes convergent after about 150 epochs and 100 epochs on XMediaNet and Wikipedia, respectively.

Table 1
Cross-modal Retrieval mAP@ALL Comparison with State-of-the-Art Baselines on the Wikipedia dataset. The highest score is shown in boldface.

<table>
<thead>
<tr>
<th>Method</th>
<th>Image → Text</th>
<th>Text → Image</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA [1]</td>
<td>0.357</td>
<td>0.326</td>
<td>0.341</td>
</tr>
<tr>
<td>MvDA [25]</td>
<td>0.425</td>
<td>0.384</td>
<td>0.404</td>
</tr>
<tr>
<td>MvDA-VC [20]</td>
<td>0.419</td>
<td>0.382</td>
<td>0.401</td>
</tr>
<tr>
<td>JRL [23]</td>
<td>0.478</td>
<td>0.436</td>
<td>0.457</td>
</tr>
<tr>
<td>DCCA [6]</td>
<td>0.452</td>
<td>0.411</td>
<td>0.431</td>
</tr>
<tr>
<td>DCCAE [7]</td>
<td>0.456</td>
<td>0.416</td>
<td>0.436</td>
</tr>
<tr>
<td>ACMR [8]</td>
<td>0.480</td>
<td>0.411</td>
<td>0.431</td>
</tr>
<tr>
<td>CMDN [12]</td>
<td>0.487</td>
<td>0.427</td>
<td>0.457</td>
</tr>
<tr>
<td>MCSM [9]</td>
<td>0.516</td>
<td>0.458</td>
<td>0.487</td>
</tr>
<tr>
<td>CM-GANs [13]</td>
<td>0.521</td>
<td>0.466</td>
<td>0.494</td>
</tr>
<tr>
<td>CCL [10]</td>
<td>0.505</td>
<td>0.457</td>
<td>0.481</td>
</tr>
<tr>
<td>FGCrossNet [15]</td>
<td>0.457</td>
<td>0.429</td>
<td>0.443</td>
</tr>
<tr>
<td>DRSL</td>
<td><strong>0.523</strong></td>
<td><strong>0.475</strong></td>
<td><strong>0.499</strong></td>
</tr>
</tbody>
</table>

Table 2
Cross-modal Retrieval mAP@ALL Comparison with State-of-the-Art Baselines on the Pascal Sentences dataset. The highest score is shown in boldface.

<table>
<thead>
<tr>
<th>Method</th>
<th>Image → Text</th>
<th>Text → Image</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA [1]</td>
<td>0.225</td>
<td>0.227</td>
<td>0.226</td>
</tr>
<tr>
<td>MvDA [25]</td>
<td>0.592</td>
<td>0.622</td>
<td>0.607</td>
</tr>
<tr>
<td>MvDA-VC [20]</td>
<td>0.652</td>
<td>0.672</td>
<td>0.662</td>
</tr>
<tr>
<td>JRL [23]</td>
<td>0.627</td>
<td>0.658</td>
<td>0.642</td>
</tr>
<tr>
<td>DCCA [6]</td>
<td>0.606</td>
<td>0.633</td>
<td>0.620</td>
</tr>
<tr>
<td>DCCAE [7]</td>
<td>0.618</td>
<td>0.644</td>
<td>0.631</td>
</tr>
<tr>
<td>ACMR [8]</td>
<td>0.589</td>
<td>0.582</td>
<td>0.586</td>
</tr>
<tr>
<td>CMDN [12]</td>
<td>0.544</td>
<td>0.526</td>
<td>0.535</td>
</tr>
<tr>
<td>MCSM [9]</td>
<td>0.598</td>
<td>0.598</td>
<td>0.598</td>
</tr>
<tr>
<td>CM-GANs [13]</td>
<td>0.603</td>
<td>0.604</td>
<td>0.604</td>
</tr>
<tr>
<td>CCL [10]</td>
<td>0.576</td>
<td>0.561</td>
<td>0.569</td>
</tr>
<tr>
<td>FGCrossNet [15]</td>
<td>0.637</td>
<td>0.662</td>
<td>0.650</td>
</tr>
<tr>
<td>DRSL</td>
<td><strong>0.687</strong></td>
<td><strong>0.705</strong></td>
<td><strong>0.696</strong></td>
</tr>
</tbody>
</table>

Table 3
Cross-modal Retrieval mAP@ALL Comparison with State-of-the-Art Baselines on the NUS-WIDE-10K dataset. The highest score is shown in boldface.

<table>
<thead>
<tr>
<th>Method</th>
<th>Image → Text</th>
<th>Text → Image</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA [1]</td>
<td>0.398</td>
<td>0.414</td>
<td>0.406</td>
</tr>
<tr>
<td>MvDA [25]</td>
<td>0.501</td>
<td>0.526</td>
<td>0.513</td>
</tr>
<tr>
<td>MvDA-VC [20]</td>
<td>0.526</td>
<td>0.557</td>
<td>0.542</td>
</tr>
<tr>
<td>JRL [23]</td>
<td>0.580</td>
<td>0.599</td>
<td>0.589</td>
</tr>
<tr>
<td>DCCA [6]</td>
<td>0.532</td>
<td>0.549</td>
<td>0.540</td>
</tr>
<tr>
<td>DCCAE [7]</td>
<td>0.511</td>
<td>0.540</td>
<td>0.525</td>
</tr>
<tr>
<td>ACMR [8]</td>
<td>0.591</td>
<td>0.601</td>
<td>0.596</td>
</tr>
<tr>
<td>CMDN [12]</td>
<td>0.492</td>
<td>0.515</td>
<td>0.504</td>
</tr>
<tr>
<td>CCL [10]</td>
<td>0.506</td>
<td>0.535</td>
<td>0.521</td>
</tr>
<tr>
<td>FGCrossNet [15]</td>
<td>0.571</td>
<td>0.593</td>
<td>0.582</td>
</tr>
<tr>
<td>DRSL</td>
<td><strong>0.624</strong></td>
<td><strong>0.630</strong></td>
<td><strong>0.627</strong></td>
</tr>
</tbody>
</table>
Table 4
Cross-modal Retrieval mAP@ALL Comparison with State-of-the-Art Baselines on the XMediaNet dataset. The highest score is shown in boldface.

<table>
<thead>
<tr>
<th>Method</th>
<th>Image Average</th>
<th>Text Average</th>
<th>Average</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA [1]</td>
<td>0.544</td>
<td>0.546</td>
<td>0.545</td>
<td></td>
</tr>
<tr>
<td>MvDA [25]</td>
<td>0.651</td>
<td>0.639</td>
<td>0.645</td>
<td></td>
</tr>
<tr>
<td>MvDA-VC [20]</td>
<td>0.650</td>
<td>0.627</td>
<td>0.638</td>
<td></td>
</tr>
<tr>
<td>JRL [23]</td>
<td>0.586</td>
<td>0.578</td>
<td>0.582</td>
<td></td>
</tr>
<tr>
<td>DCCA [6]</td>
<td>0.583</td>
<td>0.596</td>
<td>0.590</td>
<td></td>
</tr>
<tr>
<td>DCCAE [7]</td>
<td>0.594</td>
<td>0.606</td>
<td>0.600</td>
<td></td>
</tr>
<tr>
<td>ACMR [8]</td>
<td>0.639</td>
<td>0.639</td>
<td>0.639</td>
<td></td>
</tr>
<tr>
<td>CMDN [12]</td>
<td>0.485</td>
<td>0.516</td>
<td>0.501</td>
<td></td>
</tr>
<tr>
<td>MCSM [9]</td>
<td>0.540</td>
<td>0.559</td>
<td>0.545</td>
<td></td>
</tr>
<tr>
<td>CM-GANs [13]</td>
<td>0.567</td>
<td>0.551</td>
<td>0.559</td>
<td></td>
</tr>
<tr>
<td>CCL [10]</td>
<td>0.537</td>
<td>0.528</td>
<td>0.533</td>
<td></td>
</tr>
<tr>
<td>FGCrossNet [15]</td>
<td>0.629</td>
<td>0.633</td>
<td>0.631</td>
<td></td>
</tr>
<tr>
<td>DRSL</td>
<td><strong>0.699</strong></td>
<td><strong>0.698</strong></td>
<td><strong>0.698</strong></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Precision-recall curves for the image-query-texts and text-query-images experiments on the Wikipedia, Pascal Sentences, NUS-WIDE-10K and XMediaNet datasets.
4.6. Time cost

To further investigate the time cost of the DRSL, we report the training as well as testing time on the PKU XMediaNet, Wikipedia and Pascal Sentences. We set the epochs to be 20 for each dataset. The experiments are conducted on one Geforce GTX 1080Ti graphics card and an Intel Xeon E5-2630 v4 @ 2.20 GHz CPU. The results are shown in Table 7.

5. Conclusion

This paper proposed a new method called Deep Relational Similarity Learning (DRSL) for cross-modal retrieval. The existing cross-modal methods need to learn a shared space, where pairwise similarities are computed between different modal-
ities. Different from these approaches, the proposed DRSL is supposed to directly learn a pairwise relational similarity matrix instead of explicitly learning a shared space. Hence it can refrain from the issue of unbalanced and unequal information across distinct modalities. Meanwhile, the pairwise relational similarity serves as the cross-modal retrieval metric, thereby introducing no extra error to the matching of the loss function and retrieval metric. Extensive comprehensive experiments on four public datasets show the promising performance of the proposed method in cross-modal retrieval task.
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