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Abstract—Multi-Party Computation (MPC) provides an effective cryptographic solution for distributed computing systems so that local models with sensitive information are encrypted before sending to the centralized servers for aggregation. Though direct local knowledge leakages are eliminated in MPC-based algorithms, we observe the server can still obtain the local information indirectly in many scenarios, or even reveal the groundtruth images through methods like Deep Leakage from Gradients (DLG). To eliminate such possibilities and provide stronger protections, we propose an augmented MPC approach by encrypting local models with two rounds of decomposition before transmitting to the server. The proposed solution allows us to remove the constraint that servers must be honest in the general federated learning settings since the true global model is hidden from the servers. Specifically, the augmented MPC algorithm encodes local models into multiple secret shares in the first round, then each share is furthermore split into a public share and a private share. Consequences of such a two-round decomposition are that the augmented algorithm fully inherits the advantages of standard MPC by providing lossless encryption and decryption while simultaneously rendering the global model invisible to the central server. Both theoretical analysis and experimental verification demonstrate that such an augmented solution can provide stronger protections for the security and privacy of the training data, with minimal extra communication and computation costs incurred.
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1 INTRODUCTION

Data in many scenarios [1]–[3] are naturally distributed or owned by different organizations/users, and due to privacy, security, and administrative regulations, there generally exist many limitations on uploading them across countries or institutions for traditional centralized learning. In such cases, researchers often prefer to construct the decision-making models in a distributed learning way [4]–[8] so that multiple participants can build a joint machine learning model without sharing their local data, i.e., no need to upload the private data to the cloud or exchange data across participants. But recent studies show that sharing local models instead of data could still leak sensitive information to other participants or the central server. For instance, Carlini et al. [9] demonstrated that some sensitive information, e.g., credit card numbers, can be extracted from a recurrent neural network trained on users’ email messages. Zhu et al. [10] and Zhao et al. [11] further showed that the original data can also be recovered from the local gradients.

For this reason, in federated learning, models of local participants generally will go through certain encryption steps before being transmitted to the server. One typical example of such an encryption procedure would be the differential privacy (DP) method [12]–[14], which binds certain levels of noise to the original data or uses generalization methods to obscure specific sensitive attributes until the third party cannot distinguish the individual. Such a local blurring step possesses strong information-theoretic guarantees and also can be easily implemented, but it also leads to certain accuracy drops for practical applications.

Another promising solution for secure learning is Multi-Party Computation (MPC), which can date back to the early studies in [15], [16]. The MPC method, generally considered a cryptographic solution, provides a generic primitive that enables multiple parties to jointly compute an arbitrary functionality without revealing their private inputs [17]–[20]. It addresses the privacy problem of cooperative computation in a secure fashion so that each participant only obtains certain pieces from neighborhood models. Unlike the DP methods, it allows the model encryption and decryption to be performed in a lossless way so that local participants can fully recover the true global model without suffering from accuracy drops.

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.Authorized licensed use limited to: ASTAR. Downloaded on September 30, 2022 at 03:24:15 UTC from IEEE Xplore. Restrictions apply.
Though MPC is designed to prevent the local model leakages and adopted in many open-source federated learning libraries (e.g., PySyft), we notice there still exist backdoors where the aggregation center can fully recover or obtain a sufficient-close model to the local counterparts or even reconstruct local images from received gradient information. As such, utilizing the MPC technique directly to federated learning applications may lead to an insecure situation that violates the purpose of MPC itself. To give a simple example, we consider the case where data on local participants are exactly the same; then, the global model will be identical to each local model. In other words, the MPC mechanism indeed fails in this case as the server can recover each local model. Such an exact match is, of course, rather artificial. However, in practical machine learning, we observe that the difference between the global model and local models can be minor after certain learning rounds, as reported in Figure 1. The underlying reason is that the model aggregation step in federated learning often renders local models to be trained from the same starting point and the local updates can be minor in the following training steps, especially with smaller inner rounds or updating local parameters in a conservative way like FedProx [21]. These experimental insights are also validated by theoretical justifications [22, 23] that deep learning models often move towards the intersection of local optimums so that the difference between local models tends to be minor. Moreover, allowing the central server to obtain the joint model/gradients fully could even lead to data leakage by using recent reverse engineering techniques like DLG [10] and iDLG [11]. When sending local gradients to the server, MPC methods allow each participant to shatter its own local gradients, but after averaging, the server can still receive the unbiased averaged gradients. By considering all the local training images as one batch, DLG would allow the server to recover training images from local participants through gradient matching.

Motivations of our research are not merely amending this potential issue of MPC, though MPC itself tends to be vital for complete privacy-preserving on knowledge-based systems. Note that a typical assumption for federated learning is that the local participants are honest, whereas the server is honest-but-curious [7]. While the former assumption is generally easy to satisfy since all participants are stakeholders, the requirement of ensuring the third-party aggregator to be honest often tends out to be non-trivial in practice. Public aggregation platforms like Amazon Web Services (AWS) generally claim that they do not store or use the global model, but privacy-sensitive users like banks may still prefer these platforms not to obtain the global model. Moreover, for fairness considerations [24], these platforms contribute only an aggregation step and should not take the free-ride to obtain the true global model.

For these two reasons, it is necessary to design a new federated learning mechanism so that the aggregator is denied access to any local information, even the true global model itself, but in the meanwhile still functions as a normal fusion center. The solution we provide in this paper, named Augmented Multi-Party Computation (AMPC), utilizes the inter-participant communications of standard MPC and encrypts each local model with two rounds of decomposition before communicating with the aggregation center. Specifically, the local models are encoded into multiple secret shares in the first round. Then each share is split into two parts in the second round: one public share to be sent to the server for model aggregation and one private share stored on the local machine to recover the true global model. Theoretical analysis and practical experiments demonstrate the advantages of such a new paradigm in the following aspects:

1) More secure scheme: As an augmented approach, the proposed algorithm addresses the information leakage issues and maximally eliminates the possibility of obtaining the local models on the server side. It only grants the server access to some randomly biased public models, which can only predict like random guesses in real-world experiments.

2) Inherit merits of MPC: Standing out as a more secure aggregation method, the AMPC algorithm also inherits the merits of standard MPC where the local participant can fully recover the underlying true global model and the additional encryption and decryption steps do not lead to accuracy drops.

3) Weaker assumption on server: Local participants only need to transmit part of their models to the server and hold private secret shares on local devices. As a consequence, there is no necessity to assume that the third party is not honest; thus, finding such an aggregator tends to be simple in practice.

2 THE PROPOSED METHOD

2.1 Preliminary

Federated learning enables multiple participants to collaboratively learn a shared decision-making model while keeping all the training data \( X = \{X_1, X_2, \ldots, X_m\} \) on \( m \) local participants. A coordinator, generally named as the server, is in charge of aggregating models (or gradients) from local participants and sending back the aggregated values. For example, a typical way to combine local models is the “Model Averaging Algorithm” for such an aggregation step:

\[
 w^{t+1} = \frac{1}{m} \sum_{i=1}^{m} w^t_i,
\]

(1)

where \( w^t_i \) denotes the weight parameters of the \( i \)-th participant on the \( t \)-th iteration, and \( w^t \) represents the weight parameters of the global model at the \( t \)-th iteration that acts as the start point for the next round of local training.

An alternative way is to update local gradients to the server and then perform a global gradient descend step to obtain the model for the next round:

\[
 \nabla g^t = \frac{1}{m} \sum_{i=1}^{m} \nabla g_i^t,
\]

(2)

\[
 w^{t+1} = w^t - \eta \nabla g^t.
\]

(3)

2.2 Multi-Party Computation

Multi-party computation (MPC) represents a conventional encryption methodology with the goal of creating mechanisms for parties to jointly compute a function while keeping each individual part safe. Generally, the basic properties that an MPC protocol should ensure include:

- **Lossless encryption:** The encryption of local information should not sacrifice the overall correctness.
- **Privacy protection:** No information about the private data held by the parties can be inferred from the messages sent during the execution of the protocol.
Federated learning requires multiple parties to jointly optimize some predefined loss function while expecting local data to be secure. As such, the MPC tends to be a good candidate when local parties are concerned about the safety of data and models. In general, FL algorithms utilize the MPC in the following order:

1) Local party splits its true model and sends the fraction to neighbors.
2) The received fraction is combined with each party’s own residual model to create a useless new model.

The rest steps follow the general federated learning scheme by uploading local models to the server and then receiving the combined model for the next round update.

### 2.3 Concerns of Applying MPC to Federated Learning

The general belief for federated learning is that by sending gradients or models, instead of the data itself, the underlying sensitive data can be utilized only locally and kept private. But yet, recent studies [10], [11], [25] indicate that image recovery from gradients is possible by starting from an arbitrary image-label pair \((x', y')\) and then minimizing the gradient difference. This leads to a backdoor for conventional MPC-based FL research: though the server cannot obtain each local gradient to a backdoor for conventional MPC-based FL research: though the following method would be generally more secure to decompose the model into multiple pieces and allow multiple parties to manage these pieces.

#### 2.4 Augmented MPC with Two-Round Model Decomposition

To eliminate the possibilities of reconstructing the local models and deny access to the true global model for the server, we provide augmentation to the standard MPC so that stronger protections are offered. The method we propose is to further split local shares into several requests so that they can add it back after receiving global data. Namely, the bias terms should be equal for all the local participants.

#### 2.4.1 First-Round Model Decomposition

Specifically, each local participant (or named as a “node” in graph theory) first decomposes its model into \(m\) secret shares:

\[
 w_i^t = \sum_{j=1}^{m} w_{i,j}^t \quad \text{for} \quad i \in [1, 2, \ldots, m].
\]

Throughout this paper, the subscripts represent the origin of the model, whereas the superscripts denote the destination and round number. For example, the above formula can be read as: model \(w_i^t\) of participant \(i\) will be decomposed into \(m\) pieces, with \(w_{i,j}^t\) representing a model piece to be transmitted from participant \(i\) to participant \(j\) on the \(t\)-th round.

The intuition behind such a model decomposition is that rather than having a single model handled by a single participant, it would be generally more secure to decompose the model into multiple pieces and allow multiple parties to manage these pieces. Any single fraction of \(w_{i,j}^t\) often does not present any useful information of local knowledge.

#### 2.4.2 Second-Round Model Decomposition

After the above decomposition step, each node \(i\) proceeds to the local communication step where it transmits its model pieces to neighbouring parties and also receives model pieces \(w_{j,t}^i\) from all the other nodes \(j\in [1, 2, \ldots, m]\) if the network is fully-connected. These received model pieces will then go through a second-round decomposition:

\[
 w_{i,j}^{t,2} = \overline{w}_{i,j}^{t,1} \oplus w_{i,j}^{t,1}.
\]

Here \(w_{i,j}^{t,1}\) represents a public model piece to be sent to the server, and \(w_{i,j}^{t,2}\) denotes a randomly bias term as private piece on local machines. The \(\oplus\) decomposition above can be performed in many ways: the local participant can maintain the principal components or simply generates a random local share and then deduct it from the true model. For simplicity, we consider the latter case throughout the paper.

The key step here is to guarantee all neighbours receive the same bias terms so that they can add it back after receiving global model from the server. Namely, the bias terms should be equal for all the local participants:

\[
 w_{i,j}^{1,1} = w_{j,i}^{2,1} = \cdots = w_{j,i}^{m,1}.
\]

A direct approach would be constructing a companion sequence \(\overline{w}_{i,j}^{t,1}\) while generating the model pieces \(w_{i,j}^{t,2}\) and deducting it from the latter values. Yet, such an approach forces each participant to transmit two models simultaneously and requires double bandwidth for local communication. Considering the fact that machine learning models, especially deep neural networks, usually consist of a large number of parameters, such an approach leads to a significant amount of extra communication costs.

---

**Algorithm 1** Augmented MPC with Two-Round Model Decomposition for Secure Federated Learning

**Local participant** \(i = 1, 2, \ldots, m\):

1: Generate public keys \((n_i, e_i)\) and private key \(d_i\)
2: for \(t = 1, 2, \ldots, T\) do
3: Learning on the local dataset to obtain local model \(w_i^t\)
4: Perform the first-round model decomposition: \(w_i^t = \sum_{j=1}^{m} w_{i,j}^t\)
5: Encode seed \(c_{i,t} = RSA.Encode(c_{i,t})\) from node \(j\) for \(j \in [1, 2, \ldots, m]\)
6: Communicate with neighbours: broadcast \(\{w_{j,t}^j, c_{i,t}\}\) to node \(j\) and receive \(\{w_{j,t}^j, c_{j,t}\}\) from node \(j\) for \(j \in [1, 2, \ldots, m]\)
7: Decode seed \(\alpha_j = RSA.Decode(c_{j,t})\) for \(j \in [1, 2, \ldots, m]\)
8: Perform the second-round model decomposition: \(w_{i,j}^{t,2} = \overline{w}_{i,j}^{t,1} \oplus w_{i,j}^{t,1}\) based on \(\alpha_j\)
9: Aggregate public model: \(\overline{w}_i^{t} = \sum_{j=1}^{m} \overline{w}_{j,i}^{t,1}\) and private model \(w_i^{t} = \sum_{j=1}^{m} w_{j,i}^{t,1}\)
10: Push public model \(\overline{w}_i^{t}\) to the server
11: Receive the global model \(\overline{w}^t\) and reconstruct local model as \(w_i^{t+1} = \overline{w}_i^{t} \oplus w_i^{t}\)
12: end for

**Server**:

1: for \(t = 1, 2, \ldots, T\) do
2: Global model: \(\overline{w}^t = \frac{1}{m} \sum_{i=1}^{m} \overline{w}_i^{t}\)
3: end for

---
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A potential goal throughout the paper is to augment the original MPC algorithm while minimally triggering extra costs. Therefore, we consider an alternative approach by generating a unique key $\alpha_j^t$ on node $j$, and then transmit such a key to its neighbours indirectly. With this key, Equation (6) would hold for all participants. In terms of practical implementations, such a key can be a simple “seed” when generating random sequences. For example, in Numpy and PyTorch, the bias term $\bar{w}_j^t$ can be generated by setting the seed as:

$$\text{numpy.random.seed}(\alpha_j^t) \text{ or } \text{torch.manual_seed}(\alpha_j^t).$$

In these cases, the seed $\alpha_j^t$ (or the key) is generally only a scalar, thus the extra cost during model transmission can be almost neglected when compared to the size of the original model piece $\bar{w}_j^{t,t}$. For privacy concerns, this seed will not be transmitted directly but first be encrypted locally based on the RSA algorithm [26], [27]. This would require each node to possess some public keys $(n_j, e_j)$ and private keys $d_i$, as standard RSA algorithm demands, and each node will encode such its seed based on its neighbours’ public keys:

$$c_i^{j,t} = \text{RSA.Encode}(\alpha_j^t) \quad \forall j \in \{1, 2, \cdots, m\}.$$  

Focusing on participant $i$, after it receives the secret shares $\bar{w}_j^{t,t}$ and encrypted scalar $c_i^{j,t}$ from its neighbour $j$, it will then perform a RSA decoding step to recover the true seed $\alpha_j^t$. With this seed, the second-round model decomposition can be performed as:

$$\bar{w}_j^{t,t} = \bar{w}_j^{t} + \bar{w}_j^t \quad \forall j \in \{1, 2, \cdots, m\},$$  

so that the model piece is shattered again into a public model piece $\bar{w}_j^t$ and a private model piece $\bar{w}_j^{t,t}$.

Note the above step is not adding the noise $\bar{w}_j^{t,t}$ to $\bar{w}_j^t$ as the differential privacy (DP) approach, and the differences lie in two aspects: 1) the bias term $\bar{w}_j^t$ can be arbitrary large while in DP the noise needs to be controlled within certain levels; 2) the local participant can later fully reconstruct the underlying true global model by adding the private models back while in DP it is generally impossible for any participant to achieve this goal.

The next step would be aggregating the public and private model pieces:

$$\bar{w}_i^t = \sum_{j=1}^{m} \bar{w}_j^t; \quad \bar{w}_i^{t,t} = \sum_{j=1}^{m} \bar{w}_j^{t,t},$$

and transmitting $\bar{w}_i^t$ to the server while keeping $\bar{w}_i^{t,t}$ on local machines.

### 2.4.3 Global Aggregation and Local Reconstruction

The server only has access to the public model $\bar{w}_i^t$ for all nodes $i$, where it conducts a simple model aggregation step as Eq (1):

$$w_i^{t+1} = \frac{1}{m} \sum_{i=1}^{m} w_i^t.$$  

Since the private models are not shared with the server, such an aggregated step on the server only grants it a randomly biased global model. This is in contrast to the standard MPC, where the global model may resemble the local models in Figure 1. Later analysis in Theorem 3 will prove that it would be almost impossible for the server to obtain an $\epsilon$-close model.

The last step for the augmented MPC algorithm would be adding the private bias back to reconstruct the underlying true global model:

$$w_i^{t+1} = \tilde{w}_i^{t} + \bar{w}_i^t \quad \text{for } i \in \{1, 2, \cdots, m\},$$  

so that the true underlying aggregated model can be fully reconstructed:

$$w_i^{t+1} = \frac{1}{m} \sum_{j=1}^{m} w_j^t \quad \text{for } i \in \{1, 2, \cdots, m\}.$$  

Note the above $\oplus$ should be consistent with the operation in Eq (5); for example, if the local participants use the simple arithmetic plus in Eq (5), the above equation would use a simple sum here.

Algorithm 1 summarizes the main steps of our proposed augmented MPC algorithm.

### 2.5 Summary

Finally, it is necessary to conclude the above algorithm by examining our gains and payments. By augmenting the classical MPC algorithm, we obtain a more secure updating scheme for federated learning that denies the server any access to useful local knowledge. Moreover, this allows us to fully eliminate the local information leakage while being easier to nominate an aggregation center in practice. What the algorithm pays for our gain in providing stronger model protections is only some extra scalar transmission among participants and one additional model decomposition step, which tends to be minimal. Table 1 provides a complete comparison between our proposed method and other encryption methods.

### 2.6 Extension for Handling Other Graphs

In the above scenario, we consider the situation of a fully-connected graph (or complete graph in graph theory [28]) so that all participants have direct access to the rest nodes. In case the participants do not form a fully connected graph, some participants may not be able to communicate with some nodes directly. Moreover, denote the collections of $i$-th node’s direct neighbors as $N(i)$ (the node itself is considered to be a neighbor), then $N(i)$ can even be dynamic for different round $t$ if participants join and leave during the federated learning. In case not all participants are connected to each other, a few modifications need to be made in order to ensure $w_i^{t+1} = \frac{1}{m} \sum_{j=1}^{m} w_j^t$.

First of all, model $w_i^t$ needs to be decomposed into $\#N(N)$ parts instead of $m$ parts. The communication among participants with direct connections is performed as Algorithm 1, but for those participants not directly connected to node $i$, the public key (or the seed) in the RSA algorithm needs to be encrypted and transmitted to the server first. The $i$-th node then receives and decodes such a message with its private key, following by generating a bias term $\bar{w}_j^{t,t}$ and subtracting this term from its own model:

$$w_i^{t+1} = \tilde{w}_i^{t} + \left( \bar{w}_i^{t} + \sum_{j=1}^{m} \bar{w}_j^{t,t} \right).$$  

Note in the above equation, we require the node to add the private parts of non-direct neighbour $j \notin N(N)$ to its own counterpart $\bar{w}_j^{t,t}$.

So the overall bias term (private model) on node $i$ will be:

$$\bar{w}_i^{t,t} = \sum_{j=1}^{m} \bar{w}_j^{t,t} + \bar{w}_i^{t} + \sum_{j=1}^{m} \bar{w}_j^{t,t} = \sum_{j=1}^{m} \bar{w}_j^{t,t}.$$  

The rest steps are similar to Algorithm 1.
We compute the aggregated global model on the server as:

\[
\bar{w}^t = \frac{1}{m} \sum_{i=1}^{m} \tilde{w}_i^t
\]

\[
= \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} \bar{w}_{i}^{j,t}
\]

\[
(9) \quad = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} \left( w_{i}^{t,j} - \bar{w}_{j}^{t,j} \right)
\]

\[
= \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} w_{i}^{t,j} - \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} \bar{w}_{j}^{t,j}
\]

\[
(4)(6) \quad = \frac{1}{m} \sum_{j=1}^{m} w_{j}^{t,j} - \sum_{j=1}^{m} \bar{w}_{j}^{t,j}
\]

\[
(1) \quad = w^t - \sum_{j=1}^{m} \bar{w}_{j}^{t,j}.
\]

In the above proof, we use the fact that the biased terms \( \bar{w}_{i}^{j,t} \) are equal for all \( j \in [1, \cdots, m] \) since they are generated with the same seed \( \alpha_i^t \).

Then the reconstructed model on participant \( i \) would be \( w_{i}^{t+1} = \bar{w}^t + w_i^t = w^t - \sum_{j=1}^{m} \bar{w}_{j}^{t,j} + \sum_{j=1}^{m} w_{j}^{t,j} = w^t \). This concludes the proof.

**Remark:** The server in Algorithm 1 can now have access to the biased global model \( \bar{w}^t \), while the local client is able to obtain the true global model \( w^t \) by adding local residuals back. As such, the local model \( \{w_i^{t+1}\} \) is now unbiased.

### 3.2 Privacy-Preserving Learning

The above theorem says our augmented MPC inherits the merits of standard MPC by encrypting and decrypting models in a lossless way, and now we can proceed to the privacy-preserving part. Our considerations include both protections over local models among neighbours and the server, as well as avoiding the true global model \( w^t \) to be revealed by the server. Proof for the former claim will be trivial since local models are split into multiple pieces in the first model decomposition step (as standard MPC), and therefore we shall focus on justifying the latter claim.

#### Lemma 2.

Suppose elements of the bias term \( \bar{w}_{i}^{j,t} \) are generated based on a distribution \( F_j \) with the mean \( \mu_j^t \) and the variance \( (\sigma_j^t)^2 \), then components of the overall biased term \( w^t - \bar{w}^t \) would obey a distribution with mean and variance as

\[
\bar{\mu}^t = \sum_{j=1}^{m} \mu_j^t, \quad (\bar{\sigma}^t)^2 = \sum_{j=1}^{m} (\sigma_j^t)^2.
\]

**Proof:** The proof is straightforward by considering \( w^t - \bar{w}^t = \sum_{j=1}^{m} \bar{w}_{i}^{j,t} \). Note that the components \( \bar{w}_{i}^{j,t} \) in the sum value is generated with its own seed \( \alpha_i^t \) so that they are independent across different iterations. The mean and variance of their sum can therefore be easily proved.

The above lemma paves a road to prove the aggregated public model \( \bar{w}^t \) is sufficiently far from the underlying ground-truth \( w^t \) on each round. For simplicity of notations, let us assume \( \bar{w}_{i}^{j,t} \) is non-negative and models \( \bar{w}^t \) and \( w^t \) are reshaped into a long vector with \( N \) parameters, then the model difference can be computed as follows.

#### Theorem 3.

The possibility of obtaining an \( \epsilon \) close model \( \bar{w}^t \) on the server side is

\[
P \left( \frac{||\bar{w}^t - w^t||_1}{N} < \epsilon \right) < \frac{(\bar{\sigma}^t)^2}{N (\bar{\mu}^t - \epsilon)},
\]

for any \( \epsilon < \bar{\mu}^t \).

**Remark:** For deep neural networks, the parameter number \( N \) of is generally sufficiently large, so that the above theorem says it would almost be impossible to obtain an \( \epsilon \)-close model on the server side.

**Proof:** For the \( k \)-th component of \( w^t - \bar{w}^t \), we denote its absolute value as \( \beta_k = |[w^t]_k - [\bar{w}^t]_k| = \sum_{i=1}^{m} |[w_{i}^{j,t}]_k| \).

Lemma 2 ensures each component \( \beta_k \) is generated independently with mean \( E[\beta_k] = \bar{\mu}^t \) and variance \( \text{Var} [\beta_k] = (\bar{\sigma}^t)^2 \). As consequences, for any \( \epsilon < \bar{\mu}^t \), we have

\[
P \left( \frac{\sum_{k=1}^{N} \beta_k}{N} < \epsilon \right) < \frac{(\bar{\sigma}^t)^2}{N (\bar{\mu}^t - \epsilon)}.
\]
(b) Testing accuracy on the CIFAR-10 dataset.

Fig. 2: Performance of LeNet-5 on the MNIST dataset. Samples are randomly distributed to 10 participants.

(a) Training loss on the MNIST dataset.

(b) Testing accuracy on the MNIST dataset.

Fig. 3: Performance of VGG-16 on the CIFAR-10 dataset. Samples are randomly distributed to 10 participants.

(a) Training loss on the CIFAR-10 dataset.

(b) Testing accuracy on the CIFAR-10 dataset.

where in the last step we use Chebyshev inequality. By the definition of $l_1$-norm on vectors, we have $\|\tilde{w}^t - w^t\|_1 = \sum_{k=1}^{N} \beta_k$ and conclude the proof.

In Lemma 2 and Theorem 3, we consider the general case and do not specify how the bias terms $\tilde{w}^{i,t}_j$ are generated. To give a simple example, we consider the case where the bias terms $\tilde{w}^{i,t}_j$ are generated based on a uniform distribution in the following corollary.

**Corollary 4.** Suppose the biased terms are generated based on a uniform distribution, namely $\tilde{w}^{i,t}_j \sim U[0, 1]$, then we have

$$\mathbb{P}\left(\frac{\|\tilde{w}^t - w^t\|_1}{N} < \epsilon\right) \leq \frac{m}{6N(m-2\epsilon)} \approx \frac{1}{6N},$$

for $\epsilon \ll m$.

**Remark:** $N$ refers to the parameter number of the backbone models, for instance millions in deep neural network. Hence the possibility to recover the true model is almost 0.

**Proof:** Proof is straightforward by plugging the mean and variance of uniform distribution, hence omitted. □

### 4 Experimental Study

Having established theoretical guarantees, our next step would be testing its actual performance on real-world datasets. Our goal in this part is still two-fold: showing AMPC algorithm obtains lossless encryption and decryption by examining the training curves; showing it provides stronger security protections by measuring the difference between local models and the (biased) global model.

#### 4.1 Experimental settings

Performance of the algorithms are reported on two public datasets MNIST [29] and CIFAR-10 [30], together with two neural architectures LeNet-5 and VGG-16 [31]. Specially, the following algorithms are considered:

1. **CentralLearn**: centralized learning by sending all data to the server and updating only the global model.
2. **FedLearn**: federated learning without performing MPC or DP.
3. **MPC**: standard MPC algorithm from PySyft.
4. **DP**: Renyi differential privacy algorithm [32] by performing RDP on local models. Noise levels and delta ($\delta$) are set as suggested values and the clipping threshold of the gradient norm is set as 1.
5. **AMPC**: the proposed algorithm in this paper.

We use Adam [33] as the network optimizer, with its batch size set as 128 and learning rate fixed at $10^{-3}$. A federated learning...

4.2 Convergence and Prediction Accuracy

For privacy concerns, local models of federated learning will generally go through certain encryption steps and then decrypted after model aggregation. In the meanwhile, we expect these steps will have minimal effects on the convergence rate during training, and also the final prediction accuracy.

Figure 2 and 3 report the training and testing performance of various algorithms on these two datasets. As shown in the figure, the curves of the MPC-based algorithms are most identical to the non-encrypted federated learning (FedLearn), representing the fact that models are fully reconstructed so that these additional MPC encryption and decryption steps do not affect the final performance. Note such a conclusion is true for both MPC and AMPC, since the latter is designed to inherit the lossless property of standard MPC as shown in Theorem 1.

In contrast to lossless property of AMPC is the accuracy drops of DP algorithm. By adding noise locally, the central server can only obtain some perturbed local models for model aggregation. In the Opacus framework, such a perturbation leads to 1.1% and 2.0% accuracy drops with noise scale set as 0.5 and 1 on the MNIST dataset, and almost 30% accuracy drops on the CIFAR-10 dataset. As references for results on the CIFAR-10 dataset, readers can refer to similar reported in Opacus2 where the accuracy of centralized learning with DP-based ResNet-18 drops to 56%, also see other centralized results in [34], [35]. Note here we do not perform an exhaustive search for hyper-parameters of DP, either using default or previously published values.

4.3 Model Difference and Privacy Preserving

The MPC-based algorithms can prevent the model from suffering from accuracy drops, but as shown in Figure 1, possibilities still exist as the server or third-parties can obtain a close model to local counterparts. We enhance the security protection by augmenting the MPC algorithm so that only local participants can obtain the true underlying global model in Theorem 3. In this part, we shall validate such a conclusion with practical experiments.

Figure 4(a) illustrates the model difference $\|\tilde{w}_T - w_T\|_1/N$ on the MNIST dataset. For the MPC algorithm, the difference is exactly zero since no biased term is introduced. In practice, this leads

2. https://opacus.ai/tutorials/building_image_classifier
to a situation where we are forced to select a trusted third-party for all local participants and exposed to possibilities of leaking such an aggregated model during transmission. Such a situation can be avoided for AMPC algorithm, as the aggregated model is sufficiently far from the underlying ground-truth on all rounds (Figure 4(a)). Moreover, if the server tries to utilize the aggregated model or the model is leaked to any third-party, the final performance on the MNIST dataset is only around 10% accuracy, as shown in Figure 4(b). Note the dataset contains 10 classes, so it represents a fact that prediction with public model alone only provides random guess. As comparisons, the averaged model obtains good performance for the MPC algorithm. Similar results are reported in Figure 5 on the CIFAR-10 dataset.

To summarize, the proposed MPC mechanism can protect local participants’ privacy by only transmitting biased public models to the server for aggregation, and then fully reconstructing the underlying true global model. In practice, this represents an ideal situation where we are able to protect model privacy without sacrificing the overall learning accuracy.

### 4.4 Defence Against Gradient Leakage

As alluded to earlier, the gradient inverse method [10] allows the malicious attacker to recover the underlying images by performing gradient inverse engineering. While their experiments are conducted on the FedAvg algorithm, we notice conventional MPC method could also face this potential issue since the server can obtain an unbiased gradient/model after aggregation.

To validate, we follow the SOTA deep leakage method [36] to utilize the generative model for gradient inverse engineering. Specifically, we use 4 local clients to build a whole batch size of 16 images on the CIFAR-10 dataset. Results (Figure 7) indicate that the server (or any malicious attacker) could start from some random noise and then gradually match the obtained gradients to the truth gradients to recover the underlying true pictures. For all algorithms except for AMPC, the structural similarities (SSIM) between the inverse images and the ground-truth continue to increase, whereas the SSIM keeps low for the proposed AMPC algorithm.

Figure 6 also shows the final obtained images after 2000 rounds, as well as the ground-truth for comparison. For the unprotected FedAvg and the conventional MPC algorithm, the server could almost identically obtain all the images when the batch size equals 16. The DP algorithm provides different levels of noise-adding before sending the model to the server, hence the obtained image quality by gradient inverse tends out to be lower than the previous two algorithms. But we also show that under minor noise level ($\mathcal{N}(0, 10^{-4})$), obtaining high-quality images is still possible. In contrast, by providing a two-round MPC, the server in AMPC algorithm can only receive a biased model/gradient, hence the gradient matching is no longer possible. After 2000 local iterations, the server can only obtain some random noise in our experiment, hence providing more secure defences against the gradient inverse methodology.

### 4.5 Additional Cost

Finally, it is worth mentioning the additional time and communication costs led by AMPC: 1) the coding, decoding and model decomposition steps can be processed within seconds on the tested GPU (2080Ti), hence the extra time cost tends to be minor when compared to other algorithms; 2) the AMPC algorithm triggers additional peer-to-peer communication costs when compared to FedAvg and DP algorithm, but its communication load is generally on the same level as the conventional MPC algorithm.

## 5 Conclusion

The goal of this paper is to propose an effective method (AMPC) for secure federated learning systems. By observing the difference
of the global model and local models, we reveal the fact that standard MPC could fail in certain scenarios. We therefore introduce a two-step decomposition for the secret shares, and render the true global model invisible to the central server, which also leads to the simplicity of selecting a “server” in practice. A series of theoretic analysis are provided to illustrate the effectiveness of the proposed method, along with practical experimental results on the MNIST and CIFAR-10 datasets.

6 ADDITIONAL PROOF AND EXPERIMENT

6.1 Proof for Other Graphs

Similar to Theorem 1, the MPC encryption and decryption for general graph is also performed in a lossless way.

Theorem 5. Suppose all the participants form a graph $G$ and the bias terms are generated according to Equation (10), then the local participant can reconstruct the true global model:

$$w_{i}^{t+1} = w_{i}^{t} \text{ for } i \in \{1, 2, \ldots, m\}.$$  

6.1.0.1 Proof: Proof will be similar by considering the averaged global model first:

$$\hat{w}^{t} = \frac{1}{m} \sum_{i=1}^{m} \sum_{j \in N(i)} w_{j}^{t,i,t} = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1, j \neq i; j \in N(i)} w_{j}^{t,i,t} = \sum_{m} \left( \sum_{j=1, j \neq i; j \in N(i)} w_{j}^{t,i,t} \right) = \sum_{m} w_{i}^{t,i,t} + \sum_{j \in N(i)} \sum_{j \neq i} w_{j}^{t,i,t}$$

$$= \sum_{m} \sum_{i=1}^{m} \sum_{j \in N(i)} w_{i}^{t,i,t} + \sum_{j \in N(i)} \sum_{j \neq i} w_{j}^{t,i,t}$$

$$= \sum_{m} \sum_{i=1}^{m} \sum_{j \in N(i)} w_{i}^{t,i,t} - \sum_{j \in N(i)} \sum_{j \neq i} w_{j}^{t,i,t}$$

where $\hat{w}^{t}$ is the averaged global model on node $i$.

Then the local model on node $i$ would be

$$w_{i}^{t+1} = \hat{w}^{t} + \bar{w}_{i}^{t+1} = w_{i}^{t} - \sum_{j \in N(i)} \sum_{j \neq i} w_{j}^{t,i,t}.$$

This concludes the proof. □

The proof for stronger privacy-preserving is exactly the same as Theorem 3 and hence omitted.

6.2 DP Experiments on MNIST

We have provided results of the DP algorithm on MNIST dataset in Figure 2(a) and 2(b), with noise level set as 0.5 and 1.0. But DP algorithm is very sensitive to the noise added, and user often has to face trade-off between privacy level (hence noise level) and the final performance. We provide an additional experiment by providing a larger noise level 2.0 in the following figure. Results are consistent with our previous observations that the noise level incurs additional performance loss in DP algorithm.

6.3 Gradient Inverse with Various DP Noise

DP algorithm allows the local client to add different levels of noise to the model before sending it to the server. In the previous section,
we consider a minor noise case, while detailed experimental results are presented in this subsection. Figure 9 indicates the increasing noise level could reduce the obtained image quality from gradient inverse algorithm. Note in general, the DP algorithm does not utilize a fixed noise level but gradually increases the noise from low to high during the training process. Higher noise level can provide better model protection, while in the same time lead to inaccurate model aggregation, in contrast to the lossless properties of MPC and AMPC.
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